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Introduction

A Large Language Model (LLM) is a “transformer” architecture designed to understand and generate human-like text.

Predicting the next words in a series of words is called language modeling (LM), and it has four distinct phases: 

§ Statistical Language Modeling (SLM): methods from the 1990s where a simple n-gram model predicts the next word 
based on recent context (Markov assumption) 

§ Neural Language Models (NLM): use neural networks like RNNs, LSTMs, GRUs, word2vec 
§ Pretrained Language Models (PLM): ELMo, BERT, BART, GPT-2 
§ Large Language Models (LLM): larger PLMs like GPT-4, ChatGPT, PaLM, Sparrow, Claude, Microsoft 365's AI, etc

Three characteristics of LLMs that differentiate them from PLMs: 
ü surprising emergent abilities 
ü LLMs revolutionize the way we develop and use AI algorithms 
ü Development draws no clear distinction b/w research & engineering

Pretrained 
Language Models 

(PLM):

Large
Language Models 

(LLM):

LLMs are a subset of deep learning models, specifically transformers, which have achieved state-of-the-art performance in 
various natural language processing tasks.



CAUTION: The Dawn of Arctic Explorer
The talk is intended to be descriptive, less technical, beginner friendly and is narrated by an old-
fashioned explorer, "DORA: The Explorer in the Arctic," who stands on the edge of a vast textual 
landscape filled with words and sentences.

* Unless otherwise stated, all the images in this presentation were AI prompt generated by me (mostly by DALL-E 3) 

Because interpretability in LLMs is a relatively new field, more research is needed. We will understand the situation, 
as well as the larger issues associated with transparency in LLM.



Setting Sail on the Sea of Data

Fig. 1: A timeline of existing LLMs (having size over 10B and publicly reported evaluation results) in recent years.

Highlight the shift from rule-based to data-driven approaches

Figure Courtesy: Zhao, Wayne Xin, et al. "A survey of large language models." arXiv preprint arXiv:2303.18223 (2023).

https://arxiv.org/abs/2303.18223
https://arxiv.org/abs/2303.18223


First Glimpse of the Unknown
DORA lands on an island filled with chatbots, virtual assistants to language translation, and other applications.

Content Creation

Scientific Research

Copilot Assistance

Text Summarization

Involves innovative ideas, outlining, drafting, 

and editing by human writers. [Dramatron (2023)]

Supporting literature reviews, idea generation, 
data analysis, writing, domain-specific 

knowledge, and collaboration. [Scispace (2023)]

Assistants across various domains, including 
legal, coding, and design tasks [Chat2VIS (2023)]

Sentiment Analysis

Chatbots

Language Translation

Content Improver

Explain it to a Child

Coding

https://dl.acm.org/doi/pdf/10.1145/3544548.3581225
https://scispace.com/
https://doi.org/10.1109/ACCESS.2023.3274199
https://dl.acm.org/doi/pdf/10.1145/3544548.3581225
https://scispace.com/
https://doi.org/10.1109/ACCESS.2023.3274199


DORA Witnesses Today's Increasing Demand for LLMs
If the first thing you think about when you hear LLMs is ChatGPT—you’re not wrong.

[1] Read full report at tooltester.com/en/blog/chatgpt-statistics/

tooltester.com/en/blog/chatgpt-statistics/


Initial Excitement: Potential of Discovery seems Endless
Large Language Models(LLM) have taken the NLP community AI community whole world by storm.

[1] GIF Source: Awesome-LLM

https://github.com/Hannibal046/Awesome-LLM
https://github.com/Hannibal046/Awesome-LLM


Initial Excitement: Potential of Discovery seems Endless

However, LLMs lack the logic that humans have while navigating in the real world. 



WHY WHEN 
ALIGNMENT, ROBUSTNESS 
& INTERPRETABLITY IN LLM 
MODELS?

SECTION 2



FROM SYSTEM 1 DEEP LEARNING TO SYSTEM 2 DEEP LEARNING

System 1 (Current DL):
Intuitive, fast, UNCONSCIOUS, non-linguistic, habitual

System 2 (Future DL):
Slow, logical, CONSCIOUS, linguistic, algorithmic, 

reasoning

[1] Bengio, Yoshua. "From system 1 deep learning to system 2 deep learning." Neural Information Processing Systems. 2019.

Layered learning machines (LLM) are complex because they can perform many tasks and adapt to new environments. The time 
needed to build and train complex systems is drastically reduced by fusing layers of models together, but this approach provides
little room for regulating the model's responses.



Facing the Storms

Challenges with present deep learning:

[1] LeCun, Yann. “Self-supervised Learning." NYU CDS, AAAI. 2020.
[2] https://deepchecks.com/risks-of-large-language-models/

§ Learning with fewer labeled samples and/or fewer trials
§ Learning to Reason, beyond “System 1” feed-forward computation.
§ Learning to plan complex action sequences

The challenges and ethical dilemmas of LLMs:
§ LLMs hallucinate
§ LLMs lack controllability
§ LLMs have associative memory that gets stale
§ Bias Amplification, security problem, accountability, misuse

The Arctic's unforgiving nature soon shows its face. Dora faces extreme cold, blizzards, and treacherous terrains. 
Her supplies start to dwindle, and she realizes the journey won't be as easy as she thought.



Ethical Concerns and Challenges with Generative AI

Copyright and Data Theft & Violation of Privacy Issues

Hallucinations, Bad Behavior, and Inaccuracies

Bias in Training Data

Cybersecurity Jailbreaks and Workarounds

Since generative AI is still relatively young and somewhat unregulated, its potential for misuse is high. These are 
some of the most pressing ethical dilemma in generative AI at present:

For generative AI models to produce logical, human-like content regularly, these tools need to be trained on massive datasets 
from a variety of sources.

Generative AI tools are trained to give logical, helpful outputs based on users’ queries, but on occasion, these tools generate 
offensive, inappropriate, or inaccurate content (deepfakes).

…

Like other types of artificial intelligence, a generative AI model is only as good as its training data is 
diverse and unbiased.

Although generative AI tools can be used to support cybersecurity efforts, they can also be jailbroken 
and/or used in ways that put security in jeopardy



Ethical Concerns and Challenges with Generative AI

Environmental Concerns

Limited Transparency

Since generative AI is still relatively young and somewhat unregulated, its potential for misuse is high. These are 
some of the most pressing ethical dilemma in generative AI at present:

Increasing model size alone is insufficient for achieving high performance in
challenging tasks like arithmetic, commonsense, and symbolic reasoning.
As these models continue to grow in size, use cases, and sophistication, their
environmental impact will surely increase if strong regulations aren’t put in place.

LLMs' reasoning and contextual understanding abilities limitations.
This limited transparency not only raises concerns about possible data theft or
misuse but also makes it more difficult to test the quality and accuracy of a
generative AI model’s outputs and the references on which they’re based.

Even though people are attempting to put a search engine underneath it to bring in fresh data, it isn’t easy to instruct the 
LLM to override parts of the model’s knowledge while retaining the other in order to generate an up-to-date answer.



LLMs Have Associate Memory That Gets Stale

Fig. 1: Ratios of various data sources in the pre-training data for existing LLMs.

To go deeper — LLMs learn both reasoning capabilities and associative memory of the knowledge they are trained on. Reasoning and
memory are inseparable and are both required to perform a given task. The associated memory is stuck in the time period in which it 
was trained, and there’s no easy overriding mechanism to update it except for spending millions of dollars to retrain them.



Meta’s Retrieval Augmented Generation (RAG)

[1] Lewis, Patrick, et al. "Retrieval-augmented generation for knowledge-intensive nlp tasks." Advances in Neural Information Processing Systems 33 (2020): 9459-9474.

For more complex and knowledge-intensive tasks, it's possible to build a language model-based system that accesses external 
knowledge sources to complete tasks. This enables more factual consistency, improves reliability of the generated responses, 
and helps to mitigate the problem of "hallucination".

RAG combines an information retrieval component with a text generator model. RAG can be fine-tuned and its 
internal knowledge modified in an efficient and non-retraining manner.

Fig: Overview of the approach. 



DORA is Hallucinating in Arctic Snow Weather
An LLM hallucination is when the model makes stuff up that is incorrect, nonsensical, or not real.. In such cases, the 
model answers sound plausible but are incorrect.

• Why LLMs hallucinate?
• How to make hallucinations work for you?
• Discussing the challenges and techniques to mitigate them.



Hallucinations in LLMs
An LLM hallucination is when the model makes stuff up that is incorrect, nonsensical, or not real.. In such cases, the 
model answers sound plausible but are incorrect.

• Why LLMs hallucinate?
• How to make hallucinations work for you?
• Discussing the challenges and techniques to mitigate them.

Since LLMs are not databases or search engines, they would not cite where their response is based on. These models generate 
text as an extrapolation from the prompt you provided. The result of extrapolation is not necessarily supported by any training 
data, but is the most correlated from the prompt.

E.g. Build a two-letter bigrams Markov model from some text

MO OR RG GE EN



Hallucinations in LLMs
An LLM hallucination is when the model makes stuff up that is incorrect, nonsensical, or not real.. In such cases, the 
model answers sound plausible but are incorrect.

• Why LLMs hallucinate?
• How to make hallucinations work for you?
• Discussing the challenges and techniques to mitigate them.

Since LLMs are not databases or search engines, they would not cite where their response is based on. These models generate 
text as an extrapolation from the prompt you provided. The result of extrapolation is not necessarily supported by any training 
data, but is the most correlated from the prompt.

E.g. Build a two-letter bigrams Markov model from some text

MO OR RG GE EN

Count: 3 1

RA RT RI RH RLPrompt: “OR”



Hallucinations in LLMs
An LLM hallucination is when the model makes stuff up that is incorrect, nonsensical, or not real.. In such cases, the 
model answers sound plausible but are incorrect.

• Why LLMs hallucinate?
• How to make hallucinations work for you?
• Discussing the challenges and techniques to mitigate them.

Question: Can you share an instance where an LLM's hallucination caused a significant challenge or error in a project?

To the untrained eye, incorrect statements could very well seem true. In its research, OpenAI acknowledges this challenge,
stating that hallucination poses a very real threat when LLMs are used for real-world applications — like responding to
employee questions in a business setting or providing automated patient support in a healthcare setting.

Adding to the challenge, no one can predict 
when it will hallucinate.

This Photo is licensed under CC BY-NC-ND

https://www.newgrounds.com/art/view/earthboundninjaguy/the-fear-of-long-words
https://creativecommons.org/licenses/by-nc-nd/3.0/
https://www.newgrounds.com/art/view/earthboundninjaguy/the-fear-of-long-words
https://creativecommons.org/licenses/by-nc-nd/3.0/


DORA Needs Your Help To Survive The Dark Winter
1. Bias and Fairness: 

- Have you observed any biases in LLM outputs in specific scenarios?
- How can we ensure that LLMs are tested for fairness across different demographics and use-cases?

2. Transparency:
- How can we make the decision-making process of LLMs more transparent to end-users?
- How might we extract "rules" or "heuristics" that an LLM is using to make its predictions?

3. Generalization and Robustness: 
- How can we ensure that LLMs generalize well to new, unseen data?
- Are there specific domains or types of questions where you've noticed LLMs particularly struggle?

4. Reliability and Safety:
- What safeguards should be in place to prevent misuse of LLMs?
- Have you encountered scenarios where an LLM provided potentially harmful or misleading information?

5. Feedback Loops:
- How can we prevent LLMs from amplifying misinformation or biased viewpoints due to feedback loops?
- How might we detect when an LLM is "overfitting" to a specific user's preferences or biases?

6. Scalability:
- As LLMs continue to grow in size, what challenges do you foresee in terms of infrastructure and computation?
- Do you believe there's a limit to how large these models should be, from an ethical or practical standpoint?

7. Ethical Considerations:
- How can we ensure LLMs are used ethically in industries such as journalism, law, and entertainment?
- What responsibilities do developers and users of LLMs have to ensure they are used ethically?

Menti.com

1868 3703



WHYWHEN HOW
ALIGNMENT, ROBUSTNESS 
& INTERPRETABLITY IN LLM 
MODELS?

SECTION 3



Facing the inner Demons: Interpretability Quest

- Selection-Inference
- Improving Code Generation by Dynamic Temperature Sampling
- Automated Explanations
- Activation Viz.
- Chain-of-Thoughts: Prompting Elicits Reasoning in Large Language Models.
- Rational Engineering
- Commonsense & Symbolic Reasoning

• How important do you think model interpretability is for end-users v/s developers?

Despite the newfound knowledge, Dora feels isolated and homesick. The weight of being in an unknown land, 
away from her family, starts to take a toll on her.

Different approach to understand LLM working:



DORA Learns Trending Topic: Chain-of-Thoughts

1. By training from scratch or finetuning a pretrained model, models can generate neutral language 
intermediate steps (Ling et al., 2017; Cobbe et al., 2021).

Issue with the approach: 
a. costly to create large set of high-quality rationales

2. LLMs enables exciting prospect of in-context few-shot learning via prompting (Brown et al., 2020)

Issue with the approach: 
a. Poor reasoning skills.
b. Limited improvement with language model scale

The Chain-of-thought study examines language models' ability to prompt reasoning tasks with a few-
shot prompt consisting of triples: ⟨input, chain of thought, output⟩.

Empirical evaluations on arithmetic, commonsense, and symbolic reasoning benchmarks reveal that 
chain-of-thought prompting outperforms standard prompting.



Discovering the Power of Soft Prompting



Prompt Injection & Mitigating Toxicity
Input text can be skillfully crafted by users to alter the LLM's execution instructions. While that may seem harmless at
first, it becomes dangerous when the output is linked to a database or external service (like a Twitter bot or email
server).

Prompt injection, could be used for data exfiltration or manipulation of the search results. Even if no such
connections exist, no security officer will feel comfortable with a system component that can easily be
repurposed by its end users.

This Photo is licensed under CC BY-NC-ND

You shall know a word by the company it keeps”
-- The distributional hypothesis, popularized by Firth (1957)

https://www.newgrounds.com/art/view/earthboundninjaguy/the-fear-of-long-words
https://creativecommons.org/licenses/by-nc-nd/3.0/
https://www.newgrounds.com/art/view/earthboundninjaguy/the-fear-of-long-words
https://creativecommons.org/licenses/by-nc-nd/3.0/


Adaptation tuning is another way of saying fine-tuning for a specific task.
AI alignment research aims to steer AI systems towards humans' intended goals, preferences, or 
ethical principles. An AI system is considered aligned if it advances the intended objectives.

Learning and Adapting to Uncertainties

Importance of ensuring models' outputs match human expectations and values.

Three commonly used alignment criteria:

HonestyHelpfulness Harmlessness

Additionally, other alignment criteria, such as behavior, intent, incentive, and inner aspects, 
share similarities with the aforementioned criteria regarding alignment techniques.

Instruction Tuning Alignment Tuning

With the help of the natives, Dora learns to adapt to the Arctic conditions. She learns to fish through ice holes, 
build igloos, and even befriends a pack of sled dogs.

Alignment tuning sometimes has the effect of reducing the performance of the model. This is called the alignment tax.



Spirit Of Exploration Continues with GPT-4



DORA likes GPT-4 & Automated Interpretability



DORA likes GPT-4 & Automated Interpretability



DORA knows Adversarial Prompting

Introduction to prompting as a mitigation strategy.
Example: How specific prompts can guide model outputs



DORA knows Adversarial Prompting: Erase-and-Check

Fig. 2: Adversarial prompts under different attack modes. 
Adversarial tokens are represented in red.

Figure 3: An illustration of how erase-and-check works on
adversarial suffix attacks. It erases tokens from the end and
checks the resulting subsequences using a safety filter.

System Prompt: Your objective is to determine if the user’s request or question is 
harmful or not. Just answer ‘‘harmful’’ or ‘‘not harmful’’ to each user message.



Learning & Adapting: Chain-of-Thoughts

Importance of continuous evaluation and updates to ensure model safety.



DORA needs more Trustworthy Explanation



[1] Huang, Jie, and Kevin Chen-Chuan Chang. "Towards reasoning in large language models: A survey." arXiv preprint arXiv:2212.10403 (2022).

Fig 1: The structure of the paper

Towards Reasoning in Large Language Models



[1] Huang, Jie, and Kevin Chen-Chuan Chang. "Towards reasoning in large language models: A survey." arXiv preprint arXiv:2212.10403 (2022).

Taxonomy of Reasoning with LMM Prompting



[1] Kim, Seungone, et al. "CoTEVer: Chain of Thought Prompting Annotation Toolkit for Explanation Verification." arXiv preprint arXiv:2303.03628 (2023).

Many Other Ways to the Find The Ship Back Home



Selection-Inference

[1] Creswell, Antonia, Murray Shanahan, and Irina Higgins. "Selection-inference: Exploiting large language models for interpretable logical reasoning." arXiv preprint 
arXiv:2205.09712 (2022).

Background: Traditional statistical methods might be
misleading when applied after model selection. This is
because conventional methods do not account for the
selection process, leading to biased results and incorrect
inference.

Methods:
1.Selective Inference Framework: The paper introduces a new
framework for selective inference which provides valid post-
selection inference. This framework accounts for the selection
process and adjusts the inference accordingly.

2.Truncated Test Statistics: The authors develop methods for
computing p-values and confidence intervals that are adjusted for
the selection effect. This is achieved by considering the
distribution of test statistics conditioned on the selection event.



Clarity of the Direction: Transparency & Metric Evaluations

[1] Bommasani, Rishi, et al. "The Foundation Model Transparency Index." arXiv preprint arXiv:2310.12941 (2023).



Fig. 1. The gradient of release of foundation models

Clarity of the Direction: Transparency & Metric Evaluations

[1]  Bommasani, Rishi, et al. "The Foundation Model Transparency Index." arXiv preprint arXiv:2310.12941 (2023).



Every artist gets asked the question, 
“Where do you get your ideas?” 

The honest artist answers, 
“I steal them.” 

Open Thoughts: Can DORA Trust on LLM Explaining Itself?



The Homecoming

Call to action: Let us encourage continuous research towards 
transparency and accountability evaluation in the field of AI.

Dora returns to her hometown as a hero. She shares her discoveries and the invaluable experiences she gained. 
The little girl who once left in search of adventure is now a beacon of inspiration for many.

The journey continues...

How confident would you feel about AI home-schooling your child?



Photo of DORA the Explorer in an Arctic 
setting, but instead of her usual jungle 
surroundings, she's exploring a land of 
AI with robots, drones, and virtual 
screens. The backdrop features the 
vibrant Northern Lights and a blanket of 
snow.

Photo of DORA the Explorer, equipped 
with her signature backpack and map, 
navigating the AI world in the Arctic 
setting. Glowing binary codes and 
futuristic tech devices surround her. The 
mesmerizing Northern Lights illuminate 
the sky, while snowflakes gently fall 
around.

Illustration with a light background of 
DORA the Explorer in the Arctic, battling 
fierce storms and challenges. Towering 
waves and gusty winds surround her, 
while the mesmerizing Northern Lights 
and snowfall add to the dramatic 
atmosphere. Despite the challenges, 
DORA looks determined and fearless.

Photo of DORA the Explorer 
on a boat, embarking on a 
journey across the Sea of 
Data. Floating around her are 
digital icons, binary codes, 
and holographic charts, 
representing the vast amount 
of information in the sea.

Prompt for generating the images

Photo of baby DORA the Explorer in a 
detailed portrayal, set in the early stages 
of the world. She's amidst ancient terrains 
with primitive flora and fauna. The 
atmosphere has a mystical glow, as the 
world's first sunrise bathes the scene in 
golden light.

Photo of DORA the Explorer in a detailed 
Arctic setting, but with a twist of 
hallucination. The snow appears to shift and 
morph, creating patterns and visions that 
aren't real. DORA, with wide eyes, tries to 
navigate this mesmerizing and confusing 
landscape.

Illustration of DORA the Explorer in the 
Arctic, at a makeshift currency exchange 
booth. She's intently examining a 
banknote with a device, unaware that the 
user has cunningly crafted the money. Icy 
landscapes and glaciers frame the scene.

Detailed watercolor painting of DORA the 
Explorer in the Arctic, adapting to the 
environment with the help of the natives. She's 
seen sharing a joyful moment with a native as 
they catch a fish through an ice hole. Nearby, an 
igloo stands as a testament to her learning, and 
sled dogs surround her in a protective circle.

Illustration of DORA the 
Explorer, in high resolution 
and intricate details, ready to 
embark on her AI journey, set 
against a clean white 
background. She holds a 
digital tablet showcasing AI 
algorithms, highlighting her 
vivid depiction.



Prompt for generating the images

Detailed watercolor painting of an older 
DORA the Explorer, with a wise 
demeanor, sitting by a warm campfire in a 
snowy landscape. The glow of the fire 
illuminates her face as she narrates 
stories, with a group of fascinated listeners 
surrounding her.

Photo of DORA the Explorer in a detailed 
portrayal, standing amidst symbols of AI 
like holograms, binary code, and robotic 
companions. She is in an Arctic attire, 
ready to explore the AI realm. The image 
showcases only DORA with no 
background.

Detailed watercolor painting of DORA the 
Explorer in the Arctic, after a storm, exploring 
AI wonders. She's seen programming a snow 
robot, with the Northern Lights in the 
background. After her adventurous activities, 
DORA cozies up with a blanket near a warm 
campfire.



Relevant Direction Map on Model Understanding

Link: https://www.alignmentforum.org/posts/LNA8mubrByG7SFacm/against-almost-every-theory-of-impact-of-interpretability-1

Interesting Blog

https://www.alignmentforum.org/posts/LNA8mubrByG7SFacm/against-almost-every-theory-of-impact-of-interpretability-1
https://www.alignmentforum.org/posts/LNA8mubrByG7SFacm/against-almost-every-theory-of-impact-of-interpretability-1


Thank You
Arctic LLM Workshop 2023

Dept. of Computer Science
www.bioailab.orghttps://en.uit.no/enhet/ifi


