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Introduction to Foundational Models
SECTION 1



What is a Foundation Model?

Examples: 
• Ask open-ended questions.
• Paraphrase
• Generate code, web code
• Generate cool images
• Generating videos 
• Robot manipulation
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What is a Foundation Model

Source: Bommasani, Rishi, et al. "On the opportunities and risks of foundation models." arXiv preprint arXiv:2108.07258 (2021).



Success of a Foundation Model

1. Transformer architecture
2. Scale
3. In context learning/Self-supervised training

Source: Zhou, Ce, et al. "A comprehensive survey on pretrained foundation models: A history from bert to chatgpt." arXiv preprint arXiv:2302.09419 (2023).



1. Transformers: Rise of the Beasts (2017)

Efficient architecture



LSTMs vs Transformers

Source: Kaplan, Jared, et al. "Scaling laws for neural language models." arXiv preprint arXiv:2001.08361 (2020).



Before Large Models 2012- 2020

CNNs ruled!



ViT

No more Convolutions for Images!

Dosovitskiy, Alexey, et al. "An image is worth 16x16 words: Transformers for image recognition at scale." arXiv preprint arXiv:2010.11929 (2020).



Variations of Transformer

Source: Lin, Tianyang, et al. "A survey of transformers." AI Open (2022).

1. Model efficiency
2. Model generalization
3. Model adaptation



Growth of Transformer related papers

Started out with NLP



2. Scale

• non-embedding parameter count N, 
• dataset size D
• optimized training computation Cmin

• model with number of parameters
• data



2. Scale

Chinchilla > Gopher 
(with more training tokens) (with a larger model size) 

• model with number of parameters
• data



3. Self Supervision

Auto-regressive pretraining
LLMs are trained to predict the next of a large corpus 



Evolution of Foundational LLM  Models
SECTION 2



Yang, Jingfeng, et al. "Harnessing the power of llms in practice: A survey on chatgpt and beyond." arXiv preprint arXiv:2304.13712 (2023).



Categories of LLMs

Encoder only (BERT) Decoder only (GPT)

Encoder-decoder (BART)



Before LLMs

• One-hot encoding words
• Did not scale

• Static embedding
• Limited to the bag of words



BERT - Bidirectional Encoder Representations from Transformers (2018)

learns bidirectional encoder representations from Transformers, which are trained on large datasets as
contextual language models

Devlin, Jacob, et al. "Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805 (2018).



BART

Encoder-Decoder

Lewis, Mike, et al. "Bart: Denoising sequence-to-sequence pre-training for natural language generation, translation, and 
comprehension." arXiv preprint arXiv:1910.13461 (2019).



GPT Family

Generative Pre-trained Transformer 1 (GPT-1)- 2018



GPT Family

Source: Zhao, Wayne Xin, et al. "A survey of large language models." arXiv preprint arXiv:2303.18223 (2023).



GPT Family

Scaling up language models significantly improves the few-shot, even zero-shot performance 



GPT3 vs chatGPT



LLaMA Model Family



Stats and Benchmarks
SECTION 3



Statistics of large language models

Lorem ipsum dolor sit amet, consectetur adipiscing elit. 

Source: Zhao, Wayne Xin, et al. "A survey of large language models." arXiv preprint arXiv:2303.18223 (2023).
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Summary of PFMs

Source: Zhou, Ce, et al. "A comprehensive survey on pretrained foundation models: A history from bert to chatgpt." arXiv preprint arXiv:2302.09419 (2023).

Natural Language Processing
Computer Vision
Graph Learning
Other Modality…



Downstream tasks

Source: Zhou, Ce, et al. "A comprehensive survey on 
pretrained foundation models: A history from bert to 
chatgpt." arXiv preprint arXiv:2302.09419 (2023).



Benchmarks

More data gives more robustness

Source: https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard



HELM

§ https://crfm.stanford.edu/helm/latest/



Benchmarks



Conclusions



Size Now

Source: https://lifearchitect.ai/models/#model-bubbles



Future Directions

Source: https://lifearchitect.ai/models/#model-bubbles




